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A B S T R A C T

Ship-borne waves are of significant interest for the design of port and waterway infrastructure and the mainte-
nance of its surrounding environment. Computation of these nonlinear and dispersive waves has mainly been
focusing on their near-field generation as a fluid-body interaction problem. This study presents an approach for
the computation of ship waves generated by a moving pressure disturbance with phase-resolving and depth-
averaged equations. To support a wide range of applicability, the paper deals with the evolution of the vessel
wedge compared to an analytical solution for sub-to supercritical speeds and the assessment of wave patterns from
a broad range of pressure term dimensions, including cross-references to findings in other studies. The conducted
numerical experiments showcase the typical response of a Boussinesq-type model to a simplified moving pressure
disturbance and identify the main factors and criteria for ship-wave propagation in the far-field of a vessel.
Finally, a unique field dataset underlines the capability of an extended Boussinesq-type model to compute the
propagation of vessel waves over an irregular bathymetry.
1. Introduction

The mathematical description of vessel waves have been of interest to
scientist and engineers since the late 19th century. In his seminal paper,
Lord Kelvin (William Thomson) was the first to study a moving distur-
bance in deep water such as an immersed ship hull (Lord Kelvin (William
Thomson), 1887). The outer limit of the disturbance and the center axis
of the disturbance with respect to the forward propagation form an angle,
which is known as Kelvin wedge. Havelock (1908) presented the math-
ematical framework to describe this angle as a function of the dimen-
sionless depth Froude number Fh ¼ cS=csw

, which is the ratio of ship

velocity cS to wave celerity in shallow water csw ¼ ffiffiffiffiffi
gh

p
, with g the

gravitational acceleration and h the local water depth. The so-called
Havelock-angle extends the Kelvin wegde from 19:28� at Fh <1, which
then rapidly approaches 90� as the ship Froude number approaches
unity. It then decreases for the super-critical cases ðFh >1Þ. From a design
perspective, early records of relationships between sailing speed and
local wave heights were presented by Franzius and Straub (1936). An in-
depth analysis of existing literature paired with extensive laboratory
studies on the effects of ship-induced wakes near-shore was presented by
vid), roeber@irides.tohoku.ac.jp (V. R
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Johnson (1957) twenty years later. A study on waves generated by three
different ferry types at various sailing speeds in combination with mea-
surements taken at a number of distances from the sailing line indicated
that both parameters investigated had an influence on the maximum
wave heights generated by the ship's motion (see Nece et al., 1985);
however, there was no particular indication as to how the measured
wave heights evolved in the closer vicinity of any given shoreline. Soo-
mere and Rannat (2003) and Torsvik et al. (2009) reported a field study
elucidating the need for more research in the field of ship-wake shoreline
interaction as the authors found unnaturally long wave components and
energetic high amplitudes originating from fast ferries in the Tallinn bay;
the non-linear aspects of the wakes were discussed in greater depth by
Soomere (2007). The slender-ship approximation (Chen and Sharma,
1995) was then used to modify a Boussinesq-type model to account for
the motion of a ship in a river by Dam et al. (2006, 2008) who reported
fair agreement between the numerical model and a in-situ measured ship
wake system.

The wave system generated by a moving vessel in an open or confined
body of water can be distinguished by its primary and a secondary wave
portion. The primary wave system is composed of a front wave, a lateral
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water depression and a transverse stern wave (Verhagen, 1998) whereas
the secondary wave system predominantly forms in the wake path of the
ship's propagation with interference peaks (Schiereck, 2001). Wave
heights and periods of such strongly non-linear and complex ship wakes
generally depend on the type of vessel, its sailing speed, shape and ge-
ometry of the hull, trajectory of propagation, and its relative distance and
direction with regard to a confining boundary (Verhagen, 1998). A large
amount of studies addressing waterways empirically investigated how
wave heights and run-up/run-down flow velocities depend on parame-
ters such as the vessel's draft, distance to an embankment, length and
beam width, cross-section area amongst more parameters. Governing
empirical equations to determine the relevant design parameters are
summarized in recent design guidelines (PIANC, 1987).

To date, only few studies have attempted to model a ship's motion
through an approximation of a partially submerged hull by a moving
pressure source. Chen and Uliczka (1999) implemented a slender body
type hull into a shallow water model. Nascimento et al. (2009) modified
FUNWAVE by incorporating a moving pressure source and used a single
pressure distribution to simulate the effect of a moving ship hull. After-
wards Li and Sclavounos (2002) model an elliptic pressure disturbance
representing the ship's hull, Nascimento et al. (2011) extended the
existing model - now called FUNWAVE þ ship - to accommodate for
multiple moving pressure sources and demonstrated general usefulness
to the approach. It is however not clear whether the distribution or the
speed of the pressure disturbance governs the generated wave-wake
system in the far field. The first description of a pressure-term imple-
mentation with focus on the numerical implementation into a
Boussinesq-type model was done by Bayraktar and Beji (2013).

Particularly the interaction of ship-induced wave-wake systems with
sloped embankments, coastal and river shores as well as vertical struc-
tures such as quay walls has been of persistent interest to planers and
engineers. Besides engineering design considerations that relate to the
stability of revetments or loadings of vertical support structures, the
motion of water as induced by waves and currents in the estuarine
intertidal or littoral zone has a direct impact on the ecology. In recent
years, the focus of hydraulic and coastal engineers shifted towards
investigating environmentally friendly bank protection measures over
purely technical solutions (e.g. Houser, 2010; De Roo and Troch, 2013,
2015). Maintenance-related analysis of revetment failure in estuarine
waters often requires profound knowledge of the effects of ship wakes on
specific locations along the embankment in order to properly design
revetment restoration (Ohle and Zimmermann, 2001). Understanding
the seasonality of beach sediment dynamics and at the same time
assessing the bathing risks for swimmers equally requires ship-induced
wave heights and periods as was reported by Velegrakis et al. (2007)
in the context of high-energetic fast ferry wakes observed close to the
port of Mytilene, Greece. An unusual tidal creek blockage bordering the
Houston Ship Channel in 2005 was attributed to sediment transport
cyclically transported by a ship-induced bore (Ravens and Thomas,
2008). Accurate information of ship wake heights along river shorelines
may facilitate the analysis of emergent plant health subjected to motor-
boat wash as addressed by Bonham (1983); the relatively high influ-
ence of ship wash on submerged vegetation at 3 locations of the river Nile
was stressed by Ali et al. (1999). The study also attributed differences in
organic matter content to the influence of the ship wakes. In order to
avoid excessive bank erosion, today's embankment management plans
attempt to provide sheltered zones of no-wash in order to preserve or
increase the abundance of macrobenthic infauna; in a recent study it was
reasoned that established no-wash areas minimized the effect of boat
wash (Bishop, 2004). An investigation on critical thresholds for an
intertidal flat to shift from bare-earth to vegetated states found that the
establishment of pioneer plants is limited to conditions where ship-
induced long wave components are negligible (Silinski et al., 2015).

Data for ship-induced forces on vertical structures is also needed for
harbor design and for the assessment of structural design live. All this
underpins the necessity to enable planners and designers to simulate
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ship-related water motion. Although physical models (Silinski et al.,
2015) or in-situ studies (De Roo and Troch, 2013) can be a viable option,
oftentimes questions need to be answered for a greater variety of pa-
rameters and thus, there is an immediate need to have a simple yet ac-
curate numerical model technique at hand to tackle some of the
addressed applications.

Therefore, the present work utilizes a Boussinesq-type wave model
(Roeber et al., 2010; Roeber and Cheung, 2012) with additional pressure
terms to represent ship-induced free surface oscillations -henceforth
called ship wakes-in the far field of a moving vessel in a parametric study;
it is attempted to elucidate governing parameters and to present guidance
on how to make use of such model in practical applications. The overall
goal is to provide means to determine maximum wave heights related to
sailing speeds covering the range of sub- and super-critical ship motion as
well as to arbitrary hull forms. These will be useful for the design of
sloped and vertical shoreline infrastructure for generalized cases
extending validity of existing guidelines. The current work distinguishes
frommore specific work related to the ship-wave interaction in the ships’
near fields predominantly accomplished by naval architects that con-
cerns the feedback of the ship motion on the wave field and vice-versa
(Miyata and Nishimura, 1985; Nakos and Sclavounos, 1994; Bal, 2008).

This study moreover aims at providing a unified numerical tool to
simulate and assess ship wakes for their far field interaction with the
shoreline as generated by any moving vessel under the assumption of
linear trajectories along a water body boundary at arbitrary angles with
respect to the shoreline.

Boussinesq-type wave models have received a lot of attention in the
coastal engineering community. Their balance between accuracy and
computation demand makes them suitable for applications such as long
wave propagation, coastal engineering, harbor wave studies, sediment
transport, and near-shore process investigations (Brocchini, 2013). Based
on Boussinesq's seminal work describing propagation of water waves
over horizontal bottom, many improvements were made to shape and
render mathematical description of Boussinesq-type equations (BTE)
more precise. Few outstanding contributions are highlighted here. Per-
egrine (1967) derived a set of BTE for varying bathymetry. Witting
(1984) used a conservation form of the BTE and through higher-order
expansions allowed for waves to be represented up to kh0 � 8, with k
the wave number and h0 the water depth in deep water. A new form of
the BTE was presented by Madsen et al. (1991) who improved the linear
dispersion characteristics in intermediate water depth over horizontal
bottom; their set of equations governed non-uniform bottom cases
described in a follow-up paper (Madsen and Soerensen, 1992). An
alternate approach with respect to linear dispersion was presented by
Nwogu (1993) who suggested to evaluate the velocity variables close to
the mid-depth of the water column. Lynett and Liu (2004) presented the
first two-layer model with separate velocity profiles for the two layers to
represent linear waves up to kh0≈6 for both first and second order. To
extend the applicability of BTE to surfzone processes, equations have
been developed, which include approximations of the vertical vorticity
structure Briganti et al. (2004) to account for wave breaking. The
equations, however, become rather lengthy over the 2D horizontal plane
and thus more compact formulations have recently evolved. BTE based
on conserved variables (momentum instead of particle speed) facilitate
the use of Finite Volume schemes to integrate shock-capturing capabil-
ities and dispersion-preserving characteristics. Such equations have
shown to be useful to study breaking waves over complex bathymetries
(e.g. Roeber et al., 2010; Roeber and Cheung, 2012; Roeber and Bricker,
2015). A set of fully non-linear BTE with improved vertical vorticity
correction, and similar robust shock-capturing and wetting-drying algo-
rithm was presented by Shi et al. (2012) as an improvement to the
existing FUNWAVE code. Shock-capturing Finite Volume schemes have
been used in numerous studies in combination with Nonlinear Shallow
Water equations (NLSWE) and could potentially also be used with a new
group of dispersive NSWE (e.g. Antuono et al., 2009). A comprehensive
summary of Boussinesq-type models can be found in Brocchini (2013).
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The current study thus seeks to address the following questions and
objectives derived from the above given context:

� Present the extensions of a Boussinesq-type model - in this case the
Boussinesq Ocean and Surf Zone (BOSZ) model by Roeber and
Cheung (2012) - for the computation of a moving pressure distur-
bance of various shapes and for potentially arbitrary trajectories.

� Showcase a validation method for depth-averaged, phase-resolving
wave models, based on an analytical approach for highly dispersive
and non-linear waves.

� Investigate the general aspects of different pressure distribution
shapes in the horizontal plane and the pressure magnitudes; also
whether there is a relationship between the pressure magnitude and
the draft of a prototype ship. This is achieved by using a systematic
approach, determining the determining parameters for ship wake
generation.

� Validate the extended model with a unique field data set involving
ships of known hull shape and draft in an estuarine environment.

This study highlights that a Boussinesq-type numerical model can
accurately compute far-field ship-induced waves through the definition
of a simple pressure source term. As a second novel aspect, this work
systematically investigates how the pressure term's distribution and the
propagation speed affect characteristic wave parameters such amplitude,
period, and Havelock's angle as well as the wake pattern. The imple-
mentation of the ship-wave generating pressure term is a useful extension
for depth-integrated free-surface resolving wave models. As an example
for such models, it is further demonstrated how the numerical model
BOSZ (Roeber and Cheung, 2012), which previously had been validated
with a series of benchmarking problems, is able to compute far-field ship-
induced waves.

The paper is organized as follows: Section 2 outlines the mathemat-
ical background of the applied Boussinesq model, while Section 3 de-
scribes the utilization of the pressure terms to approximate a ship hull.
Model validation (Section 5) and discussion of effects on the basic wave
properties due to pressure term aspect ratios (Section 6) are presented for
a basic computational domain in Section 4. A real-world data set is used
subsequently to validate the numerical code applying it to a section of the
river Elbe close to Hamburg, Germany (Section 7); discussion and con-
clusions follow subsequently in Section 8.

2. Governing equations

The governing equations utilized in this study are based of the
Boussinesq-type concept presented in Nwogu (1993), who improved the
accuracy of linear dispersion through a Taylor series expansion retaining
terms of the order of O (ε, μ2), where ε ¼ a0=h0 and μ ¼ h0=L0 define the
non-dimensional parameters with respect to the order of nonlinearity and
frequency dispersion and a0 is the deep water wave amplitude. Nwogu
(1993) introduced a variable reference depth (zα) for evaluation of the
horizontal velocities that is optimized for best agreement with a Pad�e [2/
2] expansion in kh of the Airy dispersion relation.

The long-established equations by Nwogu (1993) contain a continuity
equation and two momentum equations. Let ε and μ denote the nonlinear
and dispersion parameters. Based on the fundamental assumptions of
small amplitude and long period waves (ε2≪1, μ2≪1) and in vector
notation the equations read as

ηt þ∇½ðhþηÞU�þ∇⋅
��

z2α
2
�h2

6

�
h∇ð∇⋅UÞþ

�
zαþh

2

�
h∇½∇⋅ðhUÞ�

�
¼ 0

(1)

Ut þ Uð∇⋅UÞ þ g∇ηþ
�
z2α
2
∇ð∇⋅UÞ þ zα∇½∇⋅ðhUÞ�

�
t

¼ 0 (2)

The reference depth zα is the vertical position within the still water
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column h, at which the velocities are evaluated. It is just belowmid depth
and varies linearly with the bathymetry. The governing equations exhibit
good dispersion accuracy up to kh ≈ π; for kh > π (k ¼ 2π=L) the error
increases positively, i.e. the wavelength (L) is then overestimated. The
equations' properties are very sensitive to the position of the reference
depth (e.g. see Fig. 5 in Roeber et al., 2010). Generally, a choice of zα
closer to the free surface reduces the celerity error for short waves and
vice versa. Since the position of zα affects both linear and nonlinear wave
components, it is important to find the best match between frequency
dispersion and shoaling properties. So far, most studies have used values
around zα ¼ �0:53h as initially proposed by Nwogu (1993). Roeber and
Cheung (2012) proposed a value of zα ¼ �0:5208h to focus on shorter
waves over the range of π < kh < 2π.

Recently, Simarro et al. (2013) recommended a value of zα ¼
�0:55502h as a better compromise between linear dispersion and
shoaling properties. This zα level is significantly lower than previously
suggested values. Despite the larger error in frequency dispersion for
individual waves of kh > π, zα ¼ �0:55502h targets the nonlinear energy
transfer (shoaling properties) of an entire wave spectrum over irregular
bathymetry. However, with focus on predominantly idealistic flat bed
conditions and relatively short waves, the results in this study are based
on zα ¼ �0:5208h as mentioned in Roeber and Cheung (2012).

Depth-integrated equations, which include non-hydrostatic proper-
ties, such as Boussinesq-type formulations were developed to handle
nearshore processes in the subcritical as well as the supercritical regime.
Toro (2009) demonstrated that the classical Shallow Water Equations
cater to Finite Volume schemes, if the formulation is based on conserved
variables. Roeber et al. (2010) adopted this concept and expressed the
transported variables of the equations of Nwogu (1993) as conserved
quantities. Defining the following variables such as H being total water
depth, η representing the free surface elevation, ρ the water density, ðu; vÞ
as horizontal flow velocities in x and y directions, and with a stationary
bathymetry, i.e. ht ¼ 0, the continuity equation can be readily expressed
in terms of H in lieu of η. In differential form we get

Ht þ ðHuÞx þ ðHvÞy þ ψC þ ψwm ¼ 0: (3)

with ψC denoting the dispersion terms of the continuity equation as

ψC ¼
��

z2α
2
� h2

6

�
h
�
uxx þ vxy

	þ
�
zα þ h

2

�
h


ðhuÞxx þ ðhvÞxy

��
x

þ
��

z2α
2
� h2

6

�
h
�
uxy þ vyy

	þ
�
zα þ h

2

�
h


ðhuÞxy þ ðhvÞyy

��
y

(4)

Here, ψwm is a mass source term for the generation of spectral waves
(shown for the sake of completeness). The momentum equations with
conserved variables, Hu and Hv, arise from Equation (2) after pre-
multiplication with H in combination with the continuity Equation (1),
which is pre-multiplied by u and v respectively as

ðHuÞt þ H
�
z2α
2



uxx þ vxy

�þ zα
h
ðhuÞxx þ ðhvÞxy

i�
t

þ�
Hu2

	
x
þ ðHuvÞy þ gHηx

þuψC þ Hτ1 � H
�
ψS

ρ

�
x

¼ 0

(5)

and

ðHvÞt þ H
�
z2α
2



uxy þ vyy

�þ zα
h
ðhuÞxy þ ðhvÞyy

i�
t

þ�
Hv2

	
y
þ ðHvuÞx þ gHηy

þvψC þ Hτ2 � H
�
ψS

ρ

�
y

¼ 0:

(6)
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τ1 and τ2 denote the frictional drag terms based on a material or surface
property associated with Manning's roughness n as

τ1 ¼ gn2H�2=3u
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ v2

p
;

τ2 ¼ gn2H�2=3v
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ v2

p
:

(7)

It should be noted that the hydrostatic NLSWE in conserved variable
form are a complete subset of this Boussinesq-type equation (second line
of Equations (5) and (6)).

The dispersion terms present a challenge to the time integration of the
momentum equations. These terms are

H
�
z2α
2



uxx þ vxy

�þ zα
h
ðhuÞxx þ ðhvÞxy

i�
t

;

H
�
z2α
2



uxy þ vyy

�þ zα
h
ðhuÞxy þ ðhvÞyy

i�
t

:

(8)

In contrast to the hydrostatic local acceleration terms, ðHuÞt and ðHvÞt
of the NLSWE, where momentum is transported in time, the temporal
derivative only affects the velocity components of the additional
dispersive terms. For consistent incorporation of momentum in all terms
of Equation (8), reorganization of the non-hydrostatic contribution
through a simple product rule expansion leads to

H
�
z2α
2



uxx þ vxy

�þ zα
h
ðhuÞxx þ ðhvÞxy

i�
t

¼
�
H
z2α
2



uxx þ vxy

�þ Hzα
h
ðhuÞxx þ ðhvÞxy

i�
t

�Ht

�
z2α
2



uxx þ vxy

�þ zα
h
ðhuÞxx þ ðhvÞxy

i�
(9)

and

H
�
z2α
2



uxy þ vyy

�þ zα
h
ðhuÞxy þ ðhvÞyy

i�
t

¼
�
H
z2α
2



uxy þ vyy

�þ Hzα
h
ðhuÞxy þ ðhvÞyy

i�
t

�Ht

�
z2α
2



uxy þ vyy

�þ zα
h
ðhuÞxy þ ðhvÞyy

i�
(10)

Based on the explicit nature of the continuity equation, Ht is directly
obtained from the flux and dispersion terms of Equation (3) as

�Ht ¼ ðHuÞx þ ðHvÞy þ ψC: (11)

The terms with second order xx or yy derivatives in Equations (9) and
(10) can be isolated and grouped with the local acceleration term into
evolution variables P and Q as

P ¼ ðHuÞt þ


0:5z2αHuxx

�
t
þ 


zαHðhuÞxx
�
t

Q ¼ ðHvÞt þ


0:5z2αHvyy

�
t
þ
h
zαHðhvÞyy

i
t
:

(12)

The remaining terms from the product rule expansion of Equations
(9) and (10), which are not used in Equation (12), are multiplied by
Equation (11) and grouped together as

ψP ¼ z2α
2
uxx þ zαðhuÞxx

ψQ ¼ z2α
2
vyy þ zαðhvÞyy;

(13)

It should be noted that most BTE contain this rather challenging
structure of time-dependent terms. Other approaches, such as the
dispersive Nonlinear Shallow Water Equations presented in Antuono
et al. (2009) might cater more directly to Finite Volume schemes. The
173
ship-borne waves are generated with spatially moving pressure distur-
bances, ψS, in Equations (5) and (6). The shape of the ship hull is pre-
defined at the beginning of the computation. The generation of waves
from the moving pressure terms can coincide with other wave generating
functions, such as a wave maker source for spectral or mono-
chromatic waves.

3. Numerical scheme

The present Boussinesq-type formulation, with the NLSWE as subset,
caters to solutions based on conservative numerical methods. As in pre-
vious studies, BOSZ utilizes a combination of a Finite Volume scheme for
the hydrostatic parts of the equations and a central differential Finite
Difference scheme for the non-hydrostatic pressure correction terms. The
Finite Volume scheme solves for the spatial gradients of the flux and bed
slope terms based of a solution from the Harten-Lax-van Leer-Contact
(HLLC) approximate Riemann solver at all cell interfaces. A two-
dimensional limiting reconstruction method presented in Kim et al.
(2008) provides the input variables for the Riemann solution at all sides
of the grid cells. The 4th-order reconstruction approach is oscillation
controlled and wave-number extended, which greatly reduces numeri-
cal diffusion.

The equations can be casted in conservative vector form as shown in
Toro (2009).

U
!

t þ FðUÞ��!
x þ GðUÞ���!

y þ SðUÞ��! ¼ 0; (14)

of which the vectors, omitting indices, are

U
!¼

2
64
H

P

Q

3
75 FðUÞ��! ¼

2
6664

Hu

Hu2 þ 1
2
gη2 þ gηh

Huv

3
7775

GðUÞ���! ¼

2
66664

Hv

Hvu

Hv2 þ 1
2
gη2 þ gηh

3
77775:

(15)

The evolution variables P and Q contain several terms with mixed

space and time derivatives as shown in Equation (12). The variables FðUÞ��!
andGðUÞ���!

contain the homogeneous portion of the NLSWE equations with
expanded surface gradient terms that are solved with the Riemann solver-
supported Finite Volume scheme. The local acceleration and source terms
in Equation (14) are part of the Finite Difference scheme and given as

SðUÞ��! ¼
2
4 ψC

�gηhx þ uψC � HtψP � HψP2 þ Hτ1 � HðψS=ρÞx
�gηhy þ vψC � HtψQ � HψQ2 þ Hτ2 � HðψS=ρÞy

3
5: (16)

The ψS-terms in (5), (6), and (16) describe the shape of a pressure
disturbance to generate ship-borne waves. Even though the pressure field
could take on a wide range of shapes, in this study we will use the for-
mulations presented in Bayraktar and Beji (2013). Equation (17a) results
in a hemispherical and Equation (17b) in an elongated, more ship like
pressure distribution. The two shape types are spatially defined as

ðψSÞi;j ¼ Dp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� �

x2i þ y2j
	�

r2
q

(17a)

ðψSÞi;j ¼ Dp

h
1� cL

�
xi
�
Lp

	4ih
1� cB

�
yj
�
Bp

	2i
e�aðyj=BpÞ2 (17b)

Here, Lp, Bp, Dp denote the length, breadth (measured from the lon-
gitudinal center axis), and draft of the pressure, r is the radius of the
hemispherical shape, and a, λL and λB are form parameters set to 16, 2,
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and 16, resulting in a slender body. In Equations (17a) and (17b), Dp

denotes as Ds⋅105 with Ds as the corresponding ship draft multiplied
where 1 bar ¼ 105 N=m2 ¼ 105 kg=ms2, resulting in a water level
depression of η ¼ Ds. Fig. 1 shows a non-moving, steady pressure term
with Dp ¼ Ds ¼ 2:5 m and its influence on η. In this initial test, the
pressure size is Lp ¼ Bp ¼ 20 m, while the grid spacing isΔx ¼ Δy ¼ 1 m.
Fig. 1a shows, how the pressure term is introduced onto the water surface
with a speed of tanhð0:25tmodÞ⋅ψS in this test, where tmod ¼ 1 s is the
model time. The waves generated radiate off the pressure perturbation
with rotational symmetry, which is in accordance to Wei and Kirby
(1995) and Bayraktar and Beji (2013). The reproduction of the stationary
pressure distribution on the water surface is an important prerequisite to
study the moving pressure perturbation in the following. Both Fig. 1a and
b show the footprint of the hemispherical pressure form, which remains
constant in location on the water surface. In Fig. 1b, at tmod ¼ 10 s, the
ramping function results in tanhð2:5Þ⋅ψS ¼ 0:987ψS, while the actual ηmin:

in the model is 0:985Dp. The pressure perturbation is therefore consid-
ered to be implemented correctly. Thus, ship length and breadth as well
as draft and velocity Ls, Bs, Ds and cS will be used synonymously with the
pressure length, width, magnitude and velocity. Likewise, BOSZ is able to
produce the non-stationary case presented by the aforementioned au-
thors, which comprises a pressure term quickly released after a few
milliseconds. The result is an oscillation of η, similar to an object thrown
into the water (not shown here for brevity). Depending on the forward
speed cS of the ship, the location of the pressure disturbances moves with
time. Due to the discrete nature of the numerical grid, the position of the
disturbance is bound to the grid cells to preserve the overall pres-
sure quantity.

BOSZ includes total variation diminishing scheme (TVD) versions of
the second, third, and forth-order Runge Kutta time integration methods
(Gottlieb et al., 2001). These schemes favor the use of a dynamically
changing time step based on the overall flow field, since the higher-order
accuracy is achieved throughout multiple evaluations of the equation per
time step.

The evolution variables with combined flux and dispersion terms in
(12) form tridiagonal linear systems of equations, which can be solved for
the horizontal flow velocities u and v through an LU decomposition with
data dependency in either the x or the y direction. This facilitates parallel
computation as no iterative procedure is required. The upper, lower, and
diagonal vectors of the sparse matrices can be pre-factored in the
beginning of the computation and only have to be multiplied by a
changing H in each Runge-Kutta step throughout the time integra-
tion procedure.

In addition, the momentum equations contain non-hydrostatic parts
from the orthogonal velocity components with cross-space and time
Fig. 1. Contour plots of η for a non-moving, steady hemispherical pres
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derivatives (see Equations (9) and (10)) that are treated separately. The
xyt cross terms of (9) and (10) are repeated here as

ψP2 ¼
z2α
2
vxyt þ zαðhvÞxyt (18)

and

ψQ2 ¼
z2α
2
uxyt þ zαðhuÞxyt (19)

and they are evaluated with first-order upwind discretization of the ut
and vt time-derivatives based on stored variables from the current and
the previous time steps. The Courant number is set to constant 0.5 for all
tests in this study. The time step size is calculated in the beginning of each
time step and it can vary according to the flow conditions so that the
Courant constraint is never violated.

4. Model setup

As a first step, a sensitivity test is required to narrow down an optimal
model setup with respect to domain and grid size as well as wave gauge
positions. Accordingly, the rectangular domain, which is depicted in
Fig. 2, provides the test bed (virtual basin) to investigate optimal balance
between accuracy and computational cost. This was accomplished by
increasing the mesh resolution in subsequent steps. The optimum mesh-
size is then used to validate the pressure term implementation as well as
to test sensitivity of the pressure term parameters. The identical
computational domain is also used in the validation runs, outlined in
Section 5. The computational domain extends 840 m in x-direction and
408 m in y-direction measured from the lower left corner (0/0). The
depth of the virtual basin is h ¼ 5 m. The ship track approximated by a
moving pressure field approach follows the center axis of the computa-
tional domain parallel to the long domain axis, starting at coordinate
(36/204) to coordinate (804/204). To accomplish open basin conditions,
the above described domain is enclosed by a sponge layer. It effectively
absorbs wave energy propagating outwards of the domain and prevents
the creation of reflective waves at the boundaries. This non-reflective,
buffer zone-type boundary condition extends over 30 cells (30 m) at
each side of the domain. The wave gauges A-F in the domain were
positioned to be affected by both the wake behind the pressure term and
a fully evolved wave field: In Fig. 2, the dark shaded area shows the
coverage of the Kelvin wedge with a half-angle of θK ¼ arcsin 1 =3, while
the lighter shaded part is the area covered by the vessel wake in depth-
limited waters. A fully evolved wave field requires a couple of seconds
ramping time after the pressure term departs, meaning that the gauges
sure field with Dp ¼ Ds ¼ 2:5 m, resulting in a ring wave pattern.



Fig. 2. The computation domain is 840 m⋅408 m large and contains six gauges. The domain is surrounded by a sponge layer and the shaded areas show the formation of the Kelvin wedge
or as Frh increases its depth-limited equivalent according to Havelock (1908).
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should not be positioned too close to the starting point. Table 1 lists the
positions of the virtual wave gauges A-F. In the following, this study
considers shape and wave height Hlw of the leading wave, but also the
wave height of the largest wave Hmax in the generated wave train. This
maximum wave height varies throughout the wave train with increasing
distance from the sailing line, therefore some of the below shown
experimental analysis will regard the maximum water level elevation
ηmax in the wave train, analogue to the maximum wave height Hm as
suggested by Sorensen (1997).

The calibration runs employ a slender pressure type as described in
Bayraktar and Beji (2013) with both beam B and length L being B ¼ L ¼
6 m and a draft of 1 m. The volume and dimension of the pressure form
require special attention, as they must not change when refining the grid.
The pressure disturbance is traveling at Frh ¼ 1:2. The time series for
each grid size in Fig. 3 shows, that numerical diffusion leads to a visible
underestimation of Hlw for grid sizes of Δx;Δy >1.0 m. As the bow wave
has similar characteristics of a soliton with a theoretically infinite wave
length, Hlw in this study is the height of the leading wave, measured from
draw-down to stern wave. Table 2 gives an overview of the convergence
runs and contains information on the grid size in each direction, the
respective amount of total grid cells in the domain as well as the
computation time tcomp. Additionally, Table 2 combines this information
with Hlw from Fig. 3 and ΔHlw being the improvement of Hlw towards the
former grid size. Contrary to the leading first and second waves, which
showed excellent agreement between the two highest resolutions, the
trailing wave system shows less favorable agreement attributed to nu-
merical diffusion. With this study aiming on replicating leading ship
waves, convergence of the solution is reached at 1.0 m grid spacing.
Albeit the resolution of the secondary wave system is finer for a grid size
of 0.75 m compared to a grid size of 1.0 m, the grid refinement also re-
sults in a duplication in computation time, whereas the determining
parameter Hlw improves only in the order of millimeters. The ideal grid
size for this study is therefore chosen to be Δx;Δy ¼1.0 m.

On a secondary note, the computation time varies significantly be-
tween the second-, third-, and forth-order strong stability-preserving
Table 1
Positions of the wave gauges.

Gauge X-Coordinate Y-Coordinate

Position A 396 306
Position B 396 300
Position C 396 282
Position D 396 264
Position E 396 138
Position F 396 96
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(SSP) time integration schemes (Gottlieb et al., 2001). The multi-step
methods require two, three, or four evaluations of the governing equa-
tion per time step and hence, the third-order method takes about 50%
more computation time and the forth-order method requires about twice
the effort compared to the second-order method assuming the same
Courant number constraint for all methods. Only very little difference
was found between third- and fourth-order SSP Runge-Kutta-Scheme.
Compared with the second-order scheme, the third-order SSP scheme
shows marginally less diffusion, and, as a conservative approach, is used
in the following runs. Additional computation time could be saved by
considering only one side of the symmetric ship wake, yet in the present
study, gauges D to F are set up to both sides of the track to cross-validate
the results.

5. Validation

Next, the pressure term implementation in BOSZ is validated by
varying the vessel speed and studying the response of the wake angle
with the analytical solutions derived by Lord Kelvin (William Thomson)
(1887) and Havelock (1908). (An explanation will follow, however
Soomere (2007) illustrates this very well in a broader context.) Lord
Kelvin (William Thomson) (1887) derived the half-angle θK created by
the intersection of the transverse and divergent waves analytically. He
compared the phase celerity cph ¼ cScos θK of the waves, traveling in the
cusp line, with their group velocity cg . From cph ¼ 2cg in infinite water
depths, Lord Kelvin (William Thomson) (1887) derived sin θK ¼ 1 =3 ¼
19:47� for any moving object in deep water. According to the findings of
Lord Kelvin (William Thomson) (1887), the wake for deep water con-
ditions is also known as Kelvin wake. The Kelvin wedge behind a moving
object θK remains constant for Frh � 0:55� 0:7, where the deep water
limit kh � π is valid for Frh � 0:687 (Soomere, 2007). Havelock (1908)
enhanced Lord Kelvin's analytical formulation to depth limited waters by
reformulating the Froude number Frh in the subcritical range with p and
under the assumption of a moving point source:

p ¼ 1
Fr2h

¼ gh
c2S

(20)

and iterates the associated water depth kh with the following relation:

tanh kh
kh

¼ 2
pð3� nÞ (21)

where



Fig. 3. Wave record at position A for several grid sizes, showing the convergence of BOSZ for ship waves. With respect to accuracy and efficiency, a grid size of 100 cm is used for the
subsequent tests.

Table 2
Model performance due to grid refinements on a cluster containing 20 processors with a
clock speed of 2:00 GHz each.

Δx;Δy (m) Grid cells (–) tcomp (s) Hlw (m) ΔHlw (m)

3 38,080 106 0.212 (–)
2 85,680 272 0.263 0.051
1 342,720 1150 0.276 0.013
0.75 609,280 2138 0.280 0.003

Fig. 4. The black line shows the analytical solution of Havelock (1908) for half angles of ship
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n ¼ 2kh
sinh 2kh

(22)

The corresponding wake angle θK for depth limited waters can then
be determined with n and p for subcritical and supercritical speeds:

θK ¼ arccos
� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

8ð1� nÞp
ð3� nÞ

�
if Frh � 1 (23a)
wakes in depth limited waters. The half angles computed by BOSZ are plotted as circles.
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θK ¼ arcsin
� ffiffiffi

p
p 	

if Frh >1 (23b)

Here, the reproduction of the analytical solution of the wake angle
serves to evaluate the applied numerical schemes. This exercise can
easily be used as benchmarking exercise for any CFD model. The results
will give information on how well the velocity components u and v of the
governing equations are solved by the chosen numerical implementation.
However, this gives no direct information about the quality of the
computed water level elevation η.

Fig. 4 contains the results for Equation (23a) as well as for the nu-
merical computations in the range of Frh ¼ 0:6� 1:4. Roeber and Cheung
(2012) optimized BOSZ to compute the wave celerity with an error
smaller than 4% at kh ¼ 5. With the deep water limit kh � π at Frh �
0:687 (Soomere, 2007), kh ¼ 5 is equivalent to Frh ¼ 0:432 and thus, the
chosen range is well within the model's applicability. According to Zhu
et al. (2015), the angle of the wake pattern are related to the cusp angle
for Frh � 1 and the asymptote angle for Frh � 1. Fig. 5 shows the wave
pattern in plane view calculated by the model and contains the analytical
solution according to Havelock (1908). The runs use a slender body
pressure type with 12.0 m length, 6.0 m beam and 2.0 m draft.
Comparing the approach of Havelock (1908) with the computed wedge is
a keystone validation step for ship-borne waves in numerical models, as it
shows the model's ability to recreate the wave pattern. Hydraulic model
tests (see for example Johnson, 1957) can be reproduced quite well by
depth-averaged, phase-resolving wave models (see Liu and Wu, 2004;
Dam et al., 2006; Bayraktar and Beji, 2013). Fig. 4 as well as 5 show, that
BOSZ represents the analytical solution very well, albeit having a slight
Fig. 5. Computed wave patterns from BOSZ and half angles (red lines) according to Havelock (1
figure legend, the reader is referred to the web version of this article.)
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tendency to under-predict wave angles between 0:9< Frh <1. Yet de-
viations of wake angles are likely for subcritical and especially near-
critical Froude numbers and are in accordance with other studies (e.g.,
Bayraktar and Beji, 2013).

Zhu et al. (2015) study the wake pattern in more detail analytically
and by regarding the correlation between transverse and divergent
waves. With this they find a correlation for the composition of the wake
pattern when considering different length-based Froude numbers. Zhu
et al. (2015) associate FrL;min and FrL;cusp with the smallest wavenumber
and the cusp wavenumber found in the pattern, as well as the critical
Froude number FrL;critic, corresponding to water depths where Frh is at
unity. The wake pattern shown in Figs. 5 and 6b correlate with the
findings of Zhu et al. (2015). The computations shown in Fig. 6b use
Frh ¼ 0:60 and are carried out with the same setup than those used for
results presented in Fig. 5. For pressure term dimensions of Ls ¼ 6:0 m
and h ¼ 5:0 m, depth-based Froude numbers Frh ¼ 0:60 and Frh ¼ 0:70
correlate to FrL ¼ 0:55 and FrL ¼ 0:64 respectively. The composition of
the wake pattern in Figs. 5 and 6b follow the findings of Zhu et al. (2015),
when inserted into Fig. 6a, which is transverse waves are dominant in the
wake pattern of Frh ¼ 0:60 (regime 2), while divergent waves become
significant for Frh ¼ 0:70, Fig. 5a (regime 3). The significance of trans-
verse waves in the wake pattern decreases even more when Frh increases,
as shown for Frh ¼ 0:95 in Fig. 5b. As per definition of Frh, no transverse
waves are found in the wake of supercritical depth-based Froude
numbers which is exemplified by computations for Frh ¼ 1:10 and
Frh ¼ 1:40, depicted in Fig. 5 (regime 4).

A realistic representation of the wake angle and pattern should be
achieved, however the most common purpose of wave models is to
908) for Frh ¼ 0:7, 0.95, 1.1 and 1.4. (For interpretation of the references to colour in this



Fig. 6. Zhu et al. (2015) presented four wake regimes for varying Froude numbers Frh and FrL: 1. no primary wave interference, transverse waves exist, 2. transverse waves interference, 3.
divergent waves interference, transverse waves exist 4. divergent waves interference, no transverse waves. The wave pattern for Frh ¼ 0:60 with FrL ¼ 0:55 for the present setup and Frh ¼
0:70 with FrL ¼ 0:64 from Fig. 5a are marked with blue dots. When regarding both patterns of Frh ¼ 0:60 and Frh ¼ 0:70, the presence of transverse waves varies visibly. (For interpretation
of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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determine wave parameters like wave height and wave period. Because
the pressure term implementation is only a simplified solution to the
fluid-body interaction problem around the vessel's hull, it is necessary to
determine at what distance the implementation produces typical results
accurately. Fang et al. (2011) give a rough estimation, by defining the far
field of a vessel for distances of Lff≫c2S

�
g with Lff ¼7.2 m in the pre-

sent case.
Fig. 7 provides detailed information of the maximum free surface

elevation ηmax lateral to a slender-body type pressure distribution with
12.0 m length, 6.0 m beam and 2.0 m draft. Fig. 7 shows ηmax portside of
the pressure term at each grid cell over a distance of ypside ¼300.0 m. For
similar field measurements and physical experiments, Johnson (1957),
Nece et al. (1985) and Macfarlane (2012) used a regression analysis for
their scattered data and found a strictly monotone and exponential
decreasing function for ηmax. BOSZ can almost exactly reproduce the
Fig. 7. Evolution of ηmax , measured along a trajectory lateral
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behavior of these findings. Only a dip at around � 20�40 m distance to
the pressure disturbance is not covered by the regression functions, but
are in the range of the scattered data. Altogether, the computation in
Fig. 7 is in good accordance with the other studies, but should be backed
up by physical models to increase confidence.

The most dynamic response of wave height is found for varying Frh.
Fig. 8 shows ηmax at wave gauge A to D. The behavior of ηmax vs. Frh is
analogue to the behavior of θK vs. Frh, in which η increases for sub- and
near-critical Froude numbers until it decreases for super-critical Froude
numbers. Fig. 8 shows that the model reproduces this trend very well. For
positions with ydist �80.0 m, the highest ηmax: in Fig. 8 is at Frh ¼ 0:96.
This is in accordance with the findings in Johnson (1957), who recorded
both ηmax in a small scale physical model and in Dam et al. (2006), who
also enhanced BTE with a pressure term. The computations of Dam et al.
(2006) yielded in a very similar evolution for ηmax: over Frh with max.
to the pressure term of 300 m away from the outer hull.



Fig. 8. Evolution of ηmax throughout the domain for different Froude numbers Frh. The values were taken from gauges A to D while the blue line represent the laboratory data from Johnson
(1957). The graphs show maximum wave heights at virtual wave gauge positions (X/Y) in the coordinate system presented in Fig. 2. The ship's sailing path is along y ¼ 204. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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ηmax: to be at Frh≈0:96. For wave gauge A though, which is closest to the
sailing line, BOSZ tends to yield higher than expected ηmax: between Frh ¼
0:85 and Frh ¼ 0:94 when compared to the findings in Johnson (1957)
and Dam et al. (2006). In the current case, ηmax: is typically in the sec-
ondary wave system. Macfarlane (2012) measured the wave height ob-
tained in an experiment close to the ship with ypside

.
L ¼ O ð1Þ and divided

the wave train in three sections: the primary wave system consistent of
bow and leading wave, as well as two sections in the secondary wave
Fig. 9. Evolution of the leading wave period Tlw (circles) over the Froude numb
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system. For the section being equivalent to ηmax: in Fig. 8, Macfarlane
(2012) calculated the highest wave being close to Frh ¼ 0:85±0:05,
which is similar to our results.

As the maximum water level elevation ηmax varies throughout the
wave train for different Frh, the according wave periods Tηmax: are not
representative when compared to each other. However the wave periods
Tlw of the leading wave Hlw can be compared to each other. Tlw for
different Froude numbers Frh are displayed in Fig. 9 and show a
er Frh. The line approximates the values with a cubic spline interpolation.



Fig. 10. Maximum water level elevation ηmax for different pressure term lengths, with an
initial ship length L0 ¼ 6.0 m and a constant width B0 ¼ 6.0 m. The data is recorded at
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decreasing trend as Frh increases. While a direct comparison of the nu-
merical results with literature data was difficult due to scarce data, evi-
dence for a correct range of ship wave periods arises from other empirical
research. Curtiss et al. (2009) report ship wave periods as generated by a
Seattle bound car ferry to range between 3.0 s and 6.0 s based on field
measurements. In the context of container ships, some larger wake pe-
riods were found, ranging between 6.0 m and 17 m (Houser, 2010); yet,
none of these empirical data was related to parameters hinting at ship
velocities or detailed hull geometries that caused the waves in the first
place. In the present study, vessel wave periods vary between 5.05 s and
6.59 s. While the wave periods obtained by numerical model appear to
reside in the correct range given the field evidence, it seems necessary to
strive for additional benchmark tests in unbiased laboratory conditions to
supplement future modeling.

6. Discussion

Next, a discussion is provided as to how different pressure term
shapes of different aspect ratios contribute to the resulting wave prop-
erties in the far field. This question is important to practitioners and re-
searchers alike. BAW (2010), Sorensen (1997) and Johnson (1957) have
investigated how modifications of vessel dimensions affect the hydro-
dynamic response in the water body. Resulting parameterized ap-
proaches were often highly site-specific without providing guidance on
the general wave properties yielded by specific ship hulls. To date it is yet
not fully clear how pressure term dimensions in Boussinesq-type models
affect the resulting wave systems in the surrounding domain.

BAW (2010) found typical relationships for wave height evolution to
changes in vessel-representing pressure term length for either riverine
waterways and channels or for fast boats, traveling at critical and su-
percritical speeds. In terms of vessel width and draft however, the evo-
lution of wave heights was not yet explicitly studied. BAW (2010) defines
an applicable speed regime for inland waterways and calculates wave
heights by the use of form coefficients for some specific vessel types.
Sorensen (1997) compared 9 methods, predicting wave height generated
by vessels. The equations are based on results from physical models or
field measures. Most of these approaches are based on very basic input
parameters. This is why Sorensen (1997) finds only three of them being
applicable in a more general form. The model of Gates and Herbich
(1977) contains an indication of the bow angle at the water line as well as
a hull coefficient, being a function of vessel speed and length. However
the parameter is only defined for larger vessels. PIANC (1987) also define
a form parameter, where Verhey and Bogaerts (1989) included a coef-
ficient to account for the bow geometry, however this was coupled with a
tuning coefficient. Weggel and Sorensen (1986) also incorporated the
displacement volume of the vessel, but Sorensen (1997) criticize this
model and describe the response of the model to the implementation of
the direct vessel hull form as indirect and limited.

The influence of pressure term aspect ratios on resulting maximum
wave heights at some distance of the sailing line are studied for various
square pressure terms, modifying the aspect ratio either to the length-
wise ðL0Þ or width-wise ðW0Þ direction, with the pressure term always
moving in the direction of L. The initial square pressure surface with
L0 ¼ W0 ¼6.0 m for a constant grid size of Δx ¼ Δy ¼1.0 m is chosen.
Firstly, aspect ratios in length-wise direction are step-wise increased to
L ¼ 10⋅L0, and in a second step, the width parameter are increased until it
reaches 10 times the initial width while keeping the length constant.
Each test is carried out for both sub- and supercritical conditions
ðFrh ¼ 0:85;1:20Þ; the model output is subsequently evaluated at a wave
gauge located at 120.0 mþ0:5W distance to the sailing line.

The investigated depth Froude numbers Frh show similar response to
changes in pressure term length, as is shown in Fig. 10a. The computation
addresses effects of superposing vessel waves, which are highest when
the wave-generating ship length Lw is equal to half the length of the
secondary waves. According to BAW (2010), this is given when
180
πc2Sg
�1≈Lw with Lw ¼ βLS, where β ¼ 0:72 is used for fast ships and β ¼

0:90 for common vessels (BAW, 2010). For the present setup, this cor-
responds to 4:2L0 for Frh ¼ 0:85 and 5:2L0 for Frh ¼ 1:2 Fig. 10a shows,
that the model can recreate these values well, by having the largest ηmax

at 3:75L0 and 5L0 for Frh ¼ 0:85 and Frh ¼ 1:2 respectively. As stated by
BAW (2010), the maximum surface elevation shifts to smaller ship
lengths for lower velocities, which agrees well with the results shown
in Fig. 10a.

As a variation, Fig. 10b plots the results as a function of the length
Froude number FrL ¼ cS= ffiffiffiffiffiffiffi

g⋅L
p , being the vessel velocity to length-based

celerity. It is often used for ship design purposes in naval architecture.
In this framework, FrL <0:4� 0:6 results in the so-called displacement
mode, while length Froude numbers FrL > 1 are called planing. The in-
termediate state between displacement and planing is plowing which
applies for 0:4� 0:6< FrL <1.

The length Froude number explicitly contains effects of a hull's skin
friction, and thus resistance of a ship's hull. In the present case, it is an
important dimensionless number, because it qualitatively explains why
some maximum surface elevations of generated ship waves are reached.
It is assumed that increasing friction corresponds to the surrounding
surface perturbation. Here, the highest waves are found around the
120 m þ0:5B0 with respect to the sailing line.
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transition of displacement to plowing, corresponding to FrL ¼ 0:35
(Frh ¼ 0:85) and FrL ¼ 0:57 (Frh ¼ 1:2) in Fig. 10b. These results quali-
tatively follow earlier findings presented by Sorensen (1973) and Wang
and Zou (2008). The model does also shift the peak to smaller FrL for
shallower waters, which agrees with results shown by Tarafder (2007).

Fig. 11 shows the effects of changing pressure term width for length
Froude numbers between FrL <0:4� 0:6. Subcritical ranges are much
more prone to changes in width, yielding an 10.2-fold increase of ηmax as
compared to a square pressure term (aspect ratio of unity). For the su-
percritical range, the maximum surface elevation increases by a factor of
3.24. Fig. 11 also shows, that ηmax will decrease rapidly.

In order to address changes of pressure term's aspect ratio to resulting
wave periods, Figs. 12 and 13 display wave records for different pressure
aspect ratios. Table 3 contains the corresponding ηmax for η=ηmax

. Fig. 12

shows, that wave periods differ to a minor extent for subcritical Froude
numbers (Frh ¼ 0:85). Yet, the pressure term with L ¼ 6L0 and B ¼ 1B0

shows more pronounced secondary waves than the remaining pressure
terms. Wave periods for supercritical Froude numbers (Frh ¼ 1:20), in
Fig. 13 require a closer inspection, as the drawdown (trough) and leading
wave superpose for pressure terms with L ¼ 10⋅L0. Table 4 gives an
overview of three sections in the wave train. Based on Tlw, Table 4 also
contains the duration of the drawdown in front of the leading wave Tdd,
as well as the wave followed by the leading wave Tlwþ1. For supercritical
speeds, more slender ships result in more complex wave trains, as the
drawdown increases and superposes with the leading wave. As well, the
primary wave system gains further complexity when the ship's width
increases. However the resulting wave periods for Tlwþ1 remain almost
equal for all tested pressure dimensions, showing that the wave period of
the secondary wave system remains almost unaffected by the vessel's
dimensions.

Eventually, the effect of different pressure term magnitudes was
investigated for a slender pressure term of 24.0 m length and 8.0 m
width. The pressure term's magnitude was thus varied between values of
0.1 m–3.0 m, using increments of ΔDS ¼ 0:1. As shown in Fig. 14, the
response of maximum free surface elevation ηmax at some distance to the
sailing line of the pressure term reveals a linear relationship to the
pressure term. Although this characteristics could have been anticipated
Fig. 11. Maximum water level elevation ηmax for different pressure term widths, with an initial
data is recorded at 120 m þ0:5B with respect to the sailing line.
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beforehand, it is nevertheless important to show as it allows modelers of
practical problems to set specific wave heights at some point and study
their effects on embankments or vegetation patches along a shoreline for
predefined parameters.

7. Application

In order to test the model's applicability to real-world cases, a field
site was chosen that exhibits significant loading from ship-induced
waves. As the model's capabilities with regard to generating ship-like
wave systems was assessed through academic test cases before, it sub-
sequently needs to show its usefulness in such challenging environment.
The harbor of Hamburg resides about 120 km upstream of the North Sea
at the river Elbe; it faces high loads of ship traffic which essentially is a
mixture of public transport fast ferries connecting both sides of the Elbe,
tug boats used to operate container vessel arrival and departure as well as
various other boat operations. The Hamburg Port Authority (HPA) is
responsible for the harbor activities between the North Sea and
Hamburg. HPA operates a wave gauge in the river Elbe in Nienstedten,
Germany, close to Hamburg. It consists of an acoustic water level sensor,
which measures the vertical distance between the water surface and the
instrument's position. In order to yield reproducible, yet distinguishable
ship-wave systems, a 19.6 m long and 5.1 m wide barge with a draft of
1.5 m sailed along a linear trajectory at predetermined vector along the
wave gauge. The on-board Automatic Identification System (AIS) gave
information about the ship's positional coordinates. The average devia-
tion between the projected and estimated route was 1.60 m (standard
deviation: 0.95 m). The wave-data of the gauge was recorded between
15:22:17 pm and 15:23:37 pm on Nov. 6th, 2014, with high-tide at 15:49
pm. A total of 4 measurements with speeds of 11:1;14:8;18:5 and
22.2 m s�1 were carried out. Measurement's total time for each trial was
between 65 and 117 s. It was made sure that biasing influence of other
vessel operations in the surrounding was kept to a minimum. Super-
position of wind waves became noticeable for the lowest speeds with
small wave heights; wave breaking and splash-up at the wave gauge pole
impaired the measures for the highest speed. Therefore, the recorded
data of the barge, passing the gauge at the distance of 25.0 mwith a speed
ship width B0 ¼ 6.0 m and a constant width L ¼ 60.0 m in relation to different speeds. The



Fig. 12. Wave record for the subcritical Froude number Frh ¼ 0:85, showing constant wave periods for different shapes of the pressure term.

Fig. 13. Wave record for the supercritical Froude number Frh ¼ 1:20, showing superposition of primary and secondary wave systems for pressure term ratios. A change in pressure term
width has a substantial influence on wave periods of the primary wave system, but leads to only minor changes in the secondary wave system.
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of 18.5 m s�1, was chosen to serve as verification of the model output as
bias of wind waves and non-linear dynamics at the wave gauge site was
smallest. The model simulating the real-world test case close to Hamburg
used a domain of 500 m 	 250 m with a spatial discretization of
Δx ¼ Δy ¼1.0 m. Fig. 15 presents photographs of the vessel used and the
existing wave gauge for recording the water surface elevation; addi-
tionally a schematic of the setup used for simulation this case in BOSZ is
presented along with the location of the ship's track relative to the wave
182
gauge. The bottom of the river Elbe close to the embankment is idealized
by a planar slope.

The water depth at the ship path was about h ¼ 8:5�9.0 m deep,
which is equivalent to Frh ¼ 0:59. According to Equation (21), this results
in kh≈4:28� 4:53. As the waves propagate further towards the bank,
water depths and thus khwill decrease. At the location of the wave gauge,
the water depth was h ¼7.0 m at the time of the measurements, being
equivalent to kh ¼ 3:5. The wave conditions are well within the model's



Table 3
ηmax: for η=ηmax:

in Figs. 12 and 13.

Run Frh ¼ 0:85 Frh ¼ 1:20

ηmax ηmax

L ¼ L0; B ¼ B0 0.1519 0.1519
L ¼ 6L0; B ¼ B0 0.1583 0.1583
L ¼ 10L0; B ¼ 1:5B0 0.2777 0.2933
L ¼ 10L0; B ¼ 6B0 0.6197 1.8275

Table 4
Periods of the wave train in Fig. 13 for the sections drawdown, leading wave and the wave
followed by the leading wave.

Run Tdd Tlw Tlwþ1

L ¼ L0; B ¼ B0 4.47 5.89 4.75
L ¼ 6L0; B ¼ B0 5.58 5.73 4.74
L ¼ 10L0; B ¼ 1:5B0 7.51 7.04 4.67
L ¼ 10L0; B ¼ 6B0 14.84 5.52 4.70
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range of applicability.
Fig. 16 illustrates the computation result in the 2D-plane shortly after

the ship has passed the wave gauge. Fig. 16 visualizes how BOSZ captures
the wave processes over an irregular bathymetry, where the ship waves
undergo refraction, run-up, and reflection as they interact with the
sloping bank. The bathymetry was recorded by the HPA with an echo-
sounder in the course of sedimentation monitoring and projected into
the Universal Transverse Mercator (UTM) coordinate system, World
Geodetic System standard 1984 (WGS84). The resolution is
ΔxðeastingÞ ¼ ΔyðnorthingÞ ¼ 1 m. The bathymetric data is a direct extraction
from the raw data and is projected on the computational grid without any
further smoothing or post-processing.

The wave gauge recorded the water level elevation at a sampling rate
of 5 Hz while the model output was set to a rate of 10 Hz. With a wind
speed of 2:7� 3:2 ms�1, wind-wave generated sea state was super-
imposed on the ship-borne waves generated by the barge's trajectory
along the wave gauge. However, filtering the time-history of the surface
Fig. 14. Increasing the vessel's draft D, leads to an almost linear response - the line represent
sition A.
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elevation to remove wind wave components would have affected com-
ponents of the ship wave signal. Therefore - apart from subtracting the
mean water level from the total set for each trial - the measured water
surface elevation was not post-processed any further. However, as the
ratio of wind wave heights to ship waves is rather small, it was decided
that the biasing effect of the wind waves present during the measurement
campaign can be neglected as a first approximation.

Fig. 17 compares the above described field measurement with waves
computed by BOSZ which included a pressure term representing the
barge sailing by the wave gauge in the given real-world setting. Due to
the grid resolution, the pressure shape was adapted to the size of the
barge by setting the pressure dimensions Ls Bs and Ds to 20 m, 5 m and
1.5 m. The hull was represented with the slender ship pressure form
according to Equation (17b) with the form coefficients a, λL and λB set to
16, 2, and 16 respectively.

Agreement between the modeled and the measured time-history of
the surface elevation is favorable, both in terms of magnitude and phase.
However, discrepancies exist between the simulated and measured sur-
face elevation time histories in terms of a phase lag that firstly has the
numerical results lag behind the in-situ measurements for the first few
wave cycles; once the peak surface elevation has passed, the numerical
model shows faster wave propagation as compared to the measurements.
As will be furthered below, reasons for this behavior could lie within non-
linear complex wave-current interaction that was not included in the
model run; yet, other reasons such as inaccuracies of the available ba-
thymetry or measurement bias (local wave breaking at the device pole)
could contribute to the discrepancies. The modeled results do not include
the wind waves that were present during the measurement campaign as
no reliable information about the wind wave spectrum could be found to
be included in the model runs. Secondly, non-linear interaction of any
waves (wave breaking, transformation) in close vicinity to the pole where
the wave gauge device was mounted to are not accounted for in the
numerical model. A video documentation showed wave breaking at the
pole after the third of the three highest waves in Fig. 17, as well occa-
sional white capping while the ship-waves approached the device.
Furthermore, the flow velocities of the river Elbe has been neglected in
the computation. The ambient current was 0.53 m s�1, measured by a
s a linear increase - of the measured maximum free surface elevation ηmax (circles) at po-



Fig. 15. Ship, wave gauge, and model setup from the field campaign in the river Elbe, Hamburg. The ship passed the wave gauge along a straight path in 25 m distance to the wave gauge.
An ultrasonic profiler, mounted to a steel pile, recorded the free surface elevation η at a sampling rate of 5 Hz.

Fig. 16. Application of the model in the port of Hamburg. The figure shows the free
surface elevation η, (blue) over a varying bathymetry (gray) shortly after the vessel has
passed the wave gauge. The wave gauge (red) is only visualized in the figure and was not
included in the computation. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)
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current meter installed in Hanskalbsand, Hamburg, which is located
12.7 km downstream of the wave gauge. In addition, the measured in-situ
velocity can be reduced by approximately a factor of 2 as velocities in the
lateral decrease from the river thalweg towards the embankments Chow
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(1959). The sailing line of the vessel generating the ship wake in the test
case was close to the embankment of the river (105 m away from
embankment); the cross-section itself is more than 680 m wide. In
comparison, no riverine discharge was added to the numerical model,
potentially making up for the background currents. It is evident to
include a short discussion on how the wave-current interaction is ex-
pected to influence the results: In order to quantify effects such as
current-induced refraction or energy blocking a ratio of u

. ffiffiffiffiffi
gh

p is

commonly used (Peregrine, 1976). Peregrine (1976) stated the influence
of the ambient currents on wave amplitudes for cases with uniform
currents. In the present case however, a non-uniform, riverine background
current influences the wind wave regime. Furthermore, the ship-induced
wave field propagates oblique to the ambient current, not parallel as in
Peregrine (1976). Furthermore, the assumed frames of reference in
(Peregrine, 1976) differ to those at hand: while (Peregrine, 1976) deals
with two frames of reference for motion (observer vs. wave/current), the
present case comprises three different frames of reference (observer vs.
wave/current vs. vessel and wave). Non-uniform, oblique attacking
currents and an additional frame of reference clearly adds further
complexity to the evaluation. Given the rather small ratio of ambient
current to wave celerity u

. ffiffiffiffiffi
gh

p ¼ 0:025� 0:04 (using a water depth of

about 9.0 m–12.0 m at the location of the instrumentation and the
reduced current) in the present case, the authors argue that the ship wave
field was not significantly affected and that the influence of the ambient
current is fairly weak. In general, the main wave parameters of measured
and modeled ship waves are in good agreement, the modeled maximum
wave height Hmax ¼ 0:519 m is only 4% smaller than the measured
Hmax;gauge ¼ 0:541 m. While overall agreement is favorable and reasons



Fig. 17. Comparison of measured water level elevation η at the wave gauge. The circles denote the raw data points, connected with the dashed line, while the blue line represents the
computed η. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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for the discrepancies are discussed, it becomes evident, that further
research should look into comparing results of numerical ship wave
modeling; this research would most certainly benefit from additional
benchmark tests originating from physical models where biasing effects
as evident in the application case could be effectively prevented.

8. Summary and conclusion

This study presents the implementation of a pressure term into the
governing equations of BOSZ to account for ship waves. The paper then
outlines the validation of the pressure term implementation in the phase
resolving, depth averaged wave model and visualizes key parameters
which influence non-linear dispersive and non-dispersive ship waves.
The waves generated by the pressure term technique compare well with
field measures and physical experiments. Successfully validated, the
model BOSZ becomes capable of modeling data from a customized field
campaign in the port of Hamburg. The numerical model is thus proposed
as a potential design tool, solving ship-wave related problems. Until
today, coastal and hydraulic engineers have been studying moving local
pressure terms (see Liu and Wu, 2004; Dam et al., 2006; Bayraktar and
Beji, 2013) and have been using this approach to predict wake wave
heights in confined or unconfined water bodies (see Dam et al., 2008;
Soomere and Rannat, 2003; Soomere, 2007; Nascimento et al., 2011).
The present study contributes to the literature by presenting convergence
tests and validation scenarios and shows that ship-wake phenomena can
be efficiently and accurately computed by depth-integrated models. The
computations of BOSZ match the analytical solution of ship wake half
angles θk as described in Havelock (1908). This underlines that a moving
local pressure disturbance represented by an idealized ship hull is a
feasible and practical methodology. This study further supports the
evaluation of numerical schemes for non-linear, dispersive waves.

This paper further utilizes existing field studies and physical experi-
ments to validate the numerical model. The implementation of pressure
terms allows to determine maximumwave heights related to both Froude
numbers Frh and FrL. This study provides a sensitivity analysis, which
shows the model's response to changes in pressure-term dimensions. The
model is able to recreate the findings of the physical experiments of
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Johnson (1957), who found that the wave amplitude depends on both
changes of vessel dimensions and speed, while the wave shape only re-
sponds to the latter one. BOSZ confirms the design approach for water-
ways by BAW (2010), stating the highest water level elevation is found
when vessel speed and length lead to the superposition of primary and
secondary wave systems. The results also underline the findings of other
studies (Sorensen, 1973; Wang and Zou, 2008; Tarafder, 2007) which
correlate ηmax to FrL. The maximum water level elevation ηmax is highest,
when B>0:375L, while the ratio between draft and ηmax follow a linear
relation. The model is capable of reproducing multiple interacting wave
train systems as well as the far-field propagation of vessel waves, shown
by physical experiments and field measurements of Johnson (1957);
Nece et al. (1985); Macfarlane (2012).

Ship-borne wave periods can be the driving forces for erosion and
damage of waterway structures in fetch restricted waters (Houser, 2010;
De Roo and Troch, 2013, 2015). Typical ship wave periods are on the
order of wind waves, agreeing well with the computed wave periods in
the range of T ¼ 5:05� 6:62 s (see Fig. 9) from this study. In addition,
BOSZ successfully computes the waves of a vessel in the river Elbe at the
entrance of the port of Hamburg. Therefore, BOSZmay serve as a suitable
engineering tool for future investigations with respect to erosion and
ecohydraulic problems at hand.

By both explaining the procedure of the pressure term implementa-
tion as well as by identifying the driving factors for wave heights and
periods of vessel waves, this study aims at facilitating future applied
research: On the one hand, the presented pressure term implementation
serves as a benchmark test for phase-resolving models and can help to
further validate existing codes. On the other hand, this study shows, that
planners and engineers can use depth-integrated models for the design of
coastal, port, and waterway assets exposed to ship-borne waves.
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